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SR2611-25-S2R+ (6G)

Introduction

Thank you for purchasing RAIDON products. This manual will introduce the SR2611-2S-S2R+
(Hereinafter referred to as SA2611+). Before using your SR2611+ , please read this manual
thoroughly. Although all information contained in this user manual has been carefully verified before
publishing, however, the actual product specification will be based on the time of delivery from
RAIDON. Any updates to the product specifications or relevant information may be found on www.
raidon.com.tw. Products are subject to change without prior notifications.

If you have any questions regarding the products of RAIDON, or you would like to know the latest
product information, user manual update, or firmware update, please contact your local supplier or
visit www.raidon.com.tw for further information.

Copyright © RAIDON TECHNOLOGY, INC. All rights reserved.

Table of Contents

1. Package Contents and Product Views
2. Operating Information

3. Hardware Requirements and Precautions

4. Hardware Installation Procedure

5. Setting RAID Mode

6. Computer Set Up

7. Hard Disk status on LCD screen LCD

8. Data Rebuilding Operation

9. GUI Monitoring Software and Firmware Update GUI
10. Frequently Asked Questions

1. Package Contents and Product Views

Open the package and you should find the following:

SR2611+

SR2611+ x 1 (with removable drive tray enclosed x 2)
Internal RS232 Cable x 1
External RS232 Cable x 1
SATA Cable x 1
CD x1

Accessories Kit bag x 1

Quick Installation Guide x 1

Please make sure that the contents listed above are not damaged or missing. If you should find
damages or missing contents, please contact your supplier immediately.
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Product View
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1. LCD Display 4. LED of Sec HDD 1. Fan 4. SATA Port
2. LED of Failure Alarm 5. Mute Button 2. RAID Mode 5. 15 PIN Power Connector
3. LED of Pri HDD 6. Key Lock 3. RS232 Port 6. 4 Pin Big Power Connector

LED Indicators :

Status
Failure

Idle (No Drive) —_ Red lights on Alarm
Idle Yellow lights on —_— —
Fan failed —_— Red lights on Alarm
HDD failed —_— Red lights on Alarm
Overheat —_— Red lights on Alarm
Accessing Yellow lights on — E—

Rebuilding-Source | Yellow lights on —_

Rebuilding-Target —_— —_—

2. Operating Information

Operating Temperature : 0 ~ 40 °C (32 ~ 104 °F)
Storage Temperature : -10 ~ 70 °C (14 ~ 158 °F)
Line Voltage : 5V DC
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3. Hardware Requirements and Precautions

1.

Computers or servers with SATA | & SATA Il & SATA .

2. Hard drive with SATA | & SATA Il & SATAIII

You are strongly advised to set the storage mode (the default is the Independent mode) before
using the SR2611+.

The product allows the user to simultaneously utilize two hard drives manufactured by different
companies. However, if the user expects better efficiency, we strongly recommend the users to
use hard drives manufactured by the same manufacturer.

Please make sure that the two hard drives are free from bad blocks or defects prior to installation
in order to avoid system crashes or data loss.

The actual storage capacity of SR2611+ recognized by the system may differ from the total
capacity stated on the hard drives combined once the drives have been formatted.

It is highly recommended for users to back up important data contained within the SR2611+
unit on a regular basis or whenever the user feels necessary to a remote or a separate storage
device. Raidon will not be responsible for any lost of data caused during the use of the unit or the
recovery of the data lost.

Note :

Once the drive mode configuration has been completed, re-configuration using the same hard
drives to set the drive mode will result in complete data loss. If you must change the drive
mode, make sure to backup all data prior to the mode change.

4. Hardware Installation Procedure

Please follow the instructions below to complete the hardware installation.

Step 1 Install your hard disks into the removable trays and secure them with the screws from

accessory kit. This will protect your hard disk from any unnecessary movement.

(0 N

. . J

Step 2 Once the hard disks have been installed, insert the removable trays into device and close

the handles.

Step 3 Install device into one of the CD-ROM bays with screws from the accessory kit. Then

properly connect SATA cable and DC cable from your system to the device.

Step 4 Power on your system after hardware installation is completed, and your operating system

will automatically detect the hard drives from booting. Then follow the steps from your
operating system to partition and format the drives when necessary, device will be ready to
use once the format is completed.
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Power Supply Connector

Internal RS232 Cable

Mother board SATA Ports

External RS232 Cable = =

Internal Case

% Note :

. RS232 Port and RS232 Cable: Provides hardware status monitoring to industrial control system or IPC via RS232.

2. We do not recommend users to disassemble the device without proper instructions and authorization. The manufacture warranty
will not cover the damages caused by unauthorized disassembling.

3. To prevent the device from malfunction, please make sure the device is connected with a direct and dedicated power connection of

a stable power input.

5. Setting RAID Mode

Please select the RAID mode with the jumper located at the back panel. The original default is RAID
1, still there are three pins at the back panel for RAID mode selection: RAID 0 mode by setting the
jumper on the bottom of the two pins. RAID 1 mode by setting the jumper on the top of the two pins.

-

RAID 0 Mode RAID 1 Mode

1. RAID 1 Mode (default)

1). Insert two brand new hard drives into SR2611+.

2). As RAID 1 is composed of two hard drives, it can be referred to as disk mirroring, each data will
simultaneously be written in two hard drives and the data in two hard drives are exactly the
ame. Whenever one of the hard drives is failed, the system is still able to work normally. Once
the failed hard drive is replaced by a new one, SR2611+ will start auto-rebuilding.

The computing method of RAID 1 hard disk capacity:
[total capacity] = [minimum capacity of hard drive]

Ex:
2 x 500GB HDD=500GB
1 x 500GB HDD+1x 200GB HDD=200GB
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2. RAID 0 Mode
1). Insert two brand new hard drives into SR2611+.

2). The RAID 0 combines two hard drives to work as a large hard drive which provides the efficient
read/write performance.

The computing method of RAID 0 hard disk capacity:
[total capacity] = [hard drive number] x [minimum capacity of hard drive]

Ex:
2 x 500GB HDD=2 x 500GB=1000GB
1 x 500GB HDD+1x 200GB HDD=2x200GB=400 GB

6. Computer Set Up

When the hardware setup for SR2611+ is complete, you are now ready to turn the machine on.

After the hardware installation is complete, the SR2611+ will be treated as one single hard drive. Set
the hard drive to AUTO in the computer’s BIOS. When the computer is turned on, the system will
retrieve the following information:

1. In SR2611+, the installed hard drive can be detected by the Device Manager of Computer
Management for Windows.

2. Customers can choose to format the hard drive by using the Disk Management tool of the
operating system before using the SR2611+.

& Computer Management

= Fle Action View ‘Window Help | 1=
o Bm 2 XSS \

B Computer Management {Local) Yohume | Layaut | Type | File System | Status [ Capacity [ Free Space [ % Free | Fauk Tolerance | Overhe

=1, System Tooks =3(C:) Partition Basic NTFS Healthy (System) 20.20GB 11,2868 38% Mo
{ED Event Viewer 53 (D:) Parttion Basic NTFS Healthy (Boct) ~ 7.97GE 51568 4% Mo 0%
Shared Folders I, Partition Basic NTFS Healthy 745368 744668 99% Mo 0%
Local Users and Graups
Performance Lags and Alerts
8 Device Manager
- storage
1 & Removable Storage
- & bisk o |3
= [ Services and Appications 5 i
G e ———
i L] 37.27 6B 29,23 GE NTFS ‘7.97 B NTFS
=4 Indexing Service online Healthy (System) |Healthy (Boot)
EBisk 1
Basic jew Yolume: {F:)
74,53 6B 74.53 GB NTFS
rline. iealthy
@ED—RDM o
CD-ROM(E:) ’ x s -3
New Yolume (F:)
Na Media

74.53 GB NTFS .~
Healthy <~/

=
~

|| B Primary patiton

‘4 start 28

At this point, the installation process is completely finished. The user can freely retrieve and save
data to SR2611+ just like retrieving and saving data to a regular hard drive. If the user experiences
any abnormality during the operation, please refer to the trouble shooting Q&A section in Appendix.
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7. Hard Disk status on LCD screen

1. Booting and Normal status

SR2611+ Pri HDD : OK
RAID-1 v150821.1 Sec HDD : OK
2. Over Temperature (250° C) 3. Fan Failure
Pri HDD : OK Pri HDD : OK F
Sec HDD : OK T Sec HDD : OK

4. RAID 1 Mode. Primary hard drive is failure, but secondary hard drive is normal.

RAID-1 degraded
Pri: XSec: O

5. RAID 1 Failure. Primary and secondary hard drives are failure.

RAID-1 failure
Pri: X Sec: X

6. RAID 1 Failure (Double Source)

RAID-1 failure
Double Source

7. RAID 0 Failure. Primary or secondary hard drive is missing.

RAID-0 failure RAID-0 failure
Pri: M Sec: O Pri: O Sec: M

8. RAID 1 Failure. Primary hard drive is missing, but secondary hard drive is normal.

RAID-1 failure
Pri: M Sec :O
9. Rebuilding
Rebuilding Rebuilding
Sec — Pri 32% Pri — Sec 32%
Sec to Pri Pri to Sec
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8. Data Rebuilding Operation

The hard drive Hot Swap and Auto Rebuilding functions are available.

Off-line Back up When the data is stored within SR2611+, the user can remove one of the hard
drives from SR2611+ as back up drive for data such as system operation file, secured files, seldom
modified files or image and music files. The user can periodically insert the hard drive back into
SR2611+ to execute automatic backup to protect the system from being hit by computer virus or to
avoid risk of having both hard drives failing at the same time.

When one of the two hard drives fails in the SR2611+ system, the system will alarm the hard drive
failure message both on the LCD display screen and in the monitoring software. The user can
remove the failed hard drive from the system while the system is still in operation without shutting
down the machine. If the failed hard drive is replaced shortly, the system will automatically execute
the Auto Rebuilding function without affecting the system operation and without any operation
command from the user.

When the SR2611+ detects a hard drive missing or a hard drive failure, the Buzzer will start and the
LCD display screen will display the following messages:

RAID-1 degraded
Pri: XSec: O

After removing the failed hard drive and replacing with a new hard drive, if the hard drive is properly
installed, the LCD display screen will display the following messages:

Pri HDD : OK Pri HDD :Insert
Sec HDD : Insert Sec HDD : OK

After few seconds of installing the new hard drive, the LCD display screen will display the data
rebuilding progress:

Rebuilding Rebuilding
Sec — Pri 32% Pri — Sec 32%

When the rebuilding is fully completed, the LCD display screen will again display the following
messages:

Pri HDD : OK
Sec HDD : OK T
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9. GUI Monitoring Software and Firmware Update

You can install GUI software to monitor the status of SR2611+. This can be done by installing
software from CD.

3 The HDD1 equals to Pri HDD and HDD2 equals to Sec HDD.

1. System Status
This GUI will auto detects the connected SR2611+ and reveals relative information accordingly.

RAID GUI v0.5011-2 - SR2611+ - Raid-1 [H] % —a—_ -

RAIDON

¥ Device1

Solution

High Specd 6G SATA
RAIDGuide Manager

Fan:1380 RPM  Temperature: 32 °C

Systern Status

Firnmsare Thgrade

Mode: Mirroring(RAIDY)

HDD1

Mormal

System Capacity: 74 GB

HDD2

EMl Notify

Capaciy 74GB

SMART. Capacity 149 GB

WDC WDB00BEVS-00LATO STO160314A5

Firmware Version: 160620.1

5,01

[Detected OK [SC = Ix010L [G = 2x, 01 [

2. Firmware Upgrade
You may update the Firmware via this GUI, simply click on “Load” button to locate the firmware
file to proceed. After update is finished, you may restart the power properly to operate with newly
updated firmware.

B RAID GUIv0.50.11-2 - SR2611+ - Raid-1 [H]
RAIDON

¥ Devicel

High Speed 6G SATA Solution

RAIDGuide Manager

| e — Firmware Version: 160620.1

Please do not disconnect the device while updating firmware to prevent from

(
| Firmuare Tpgrade the update falled.

In case the update fimware failed results in data loss, we strongly suggest
you backup data to other device before updating firmware.

F-Mail Notify

SMART.

A

Please contact your local distributor or the retailer
you purchase from for the latest Firmware version.

Bbout

[01y.05

U

[y2,01

[SC = 1x0105 [G = 2x,05 [

3 Caution : Any random firmware updates may cause device in malfunction, it is strongly suggested not to update device firmware if
device is operating properly.
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3. E-Mail Notify
Configuring an e-mail address for notification of drive malfunctioning or being removed.

3-1 Setup
1). Insert “Outgoing” SMTP and e-mail name and address.
2). If it is passwords required, select the option “SMTP Login Authentication” and insert the
passwords.

§ RAID GUIv0.50.11-2 - SR2611+ - Raid-1 [H]

High Spoed 6G SATA Solution
RAIDON RAIDGuide Manager
 Device
System Status E-Mail Setup

Pot  [55  (Defaut2s)

E-Mail Host (SMTP)
Firnware pgrade A
Local nformaton

il Mot E-Mail Address

Time Qut
P

@) comectEmaitost [0 (Sec)

|__SWTP Login Authentication

01,yy.08 y2.01 SC = 1x0108 [G = 2x,08 |

3). When the configuration completed, click on the “OK” button to save.

¢ Device must be connected in operational states during configurations to take effects.

3-2 HDD Fail / Device Removed
1). Insert the e-mail address of the receiver for notification and click on “+” to add the inserted
e-mail address onto the notifying list. (Maximum up to 10 e-mail addresses)

§ RAID GUIV0.5011-2 - SR2611+ - Raid-1 H L= L2

High Speed 6G SATA Solutio
RAI DO N R:&'IE:\GL;ide Man;;‘gre’l:

¥ Device

"""" Setup HDD Fail ] Device Remou
System Status E-Mail Address E-Mail Edit
L I =]
=

Firnwars Upgrade

EMal Notify

SMART.

AutoAdd : Hard Disk Fail info. and
system info. in front of E-Mail contents.

Tgnare
™ Don't send EMail for this event. -

0L,yy,08 [y2.0L |SC = 1x0108 [G = 2x, 08 |
e =

2). Insert the error message and descriptions from the columns of “Subject” and “Contents”.
3). When the configuration completed, click on the “OK” button to save.

¢ Device must be connected in operational states during configurations to take effects.
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§ RAID GUIv050.11-2 - SR2611+ - Raid-1 [H]

TA Solution

High $, 6
RAIDGuide M

anager

mm SMART - HDD2 : ST9160314AS
Warning Updates after 51 seconds,

|_ D | Value WDr&tlThrashDh‘ll RAW | Status |
(01-Fiaw 12ad enar rate ERIER £ OODDDEB3E7S0 Good | »
(035 pinup time: ) 0 000000000000 Good |
[04-5tait/Stap caunt 7w T 20 | 00DD0DDDSATF| Good |
05Redlocated sector ot~ 38 38 3 000000000502 Alert
(07-5 ek enorrate 100 253 30 000000037C64 Geod

(05 Power-an hours count 100 | 100 0 000000000043 Gead
[04-Spinup ety count 100 | 100 97 000000000000 Good
I0C-Power cycle count 78 | 78 20 000000005958 Good
BSEndtoEnderor/OEDC | 100 100 83 000000000000 Good
BE-Reparted UnconectableEn 1| 1 0 00000000017 Good
IBC-Command Timeout 100 | 83 0 001800210138 Good
IBO-High Fiy Wiites 100 | 100 0 000000000000 Good
IBEAiflow Temperature: I 45 D000TCTB00TC Good
[BF-Grsense enor rate ] 0 0000000DCBFF Good | -
SC = 1x010E [G = 2%, OF [

5. About Indicates GUI Management Software version

§ RAID GUIV05011-2 - SR2611+ - Rai Ll

Speed 6G SATA Sofutin
RA'DON RAIDGuide Mana"g‘e’r’

¥ Devicel

Systern Stats RAID Management Sofeware

Firmmsare Thgrade Version : v0.50.11-2

F-Mail Notify

SMART.
RAIDON

TECHNOLOGY, INC.

aut Copyright @ 2000-2010 RAIDON Technology, Inc.
All Rights Reserved.

5x11 [y3.01 [SC= L0111 [G= 25,11 [
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10. Frequently Asked Questions

Unstable system after connecting SR2611+

Q1.

A:

Q2.

After installing SR2611+, we are unable to start the computer or the computer can not locate
SR2611+ upon startup.

1. Please check whether the readings on the SR2611+ LCD display screen appear normal.

2. Please check whether the SATA Cable connection cables are properly connected to the
computer system and whether SATA drives are functioning normally.

3. If everything is functioning properly but the user still can not start the computer system, then
the problem might be the system incompatibility. If such incompatibility takes place, please
contact our technical support department.

When the SR2611+ is in use, the computer system is functioning normally but the SR2611+
access speed is abnormal.

Please first check whether the SR2611+ is in the progress of executing data auto-rebuild.

1. Please examine if the length of the connection cables, SATA cable that connect the drives to
the computer system is too long and whether the specification these cables complies with the
requirements.

2. If both the lengths and specification of the cables are checked out ok, please turn off
SR2611+ and remove the hard drive from SR2611+. Test the hard drive directly with the
computer system since it might be the bad sectors in the hard drive that are causing the
longer than normal system down time.

Hard Drive Failure

Q1.

A:

Q2.

Under the mirror mode (RAID 1), what will be the system’s total storage capacity when adding a

brand new hard drive?

1. The total storage capacity for SR2611+ is determined by the storage capacity of the primary
hard drive installed during the initial usage.

2. The storage capacity will not increase after initial installation even when place a brand new
hard drive with larger storage capacity.

Why does the error message appear when | installed the second hard drive?

The storage capacity of the second hard drive must be larger than the first hard drive.
Otherwise, SR2611+ can not rebuild the new hard drive.

About Auto Rebuilding Function

Q1.

A:

Q2.

What will happen if we turn off the computer’s power while SR2611+ is still executing data auto
rebuilding?

he mirror mode (RAID 1), if the power is out of the auto rebuilding process, the controller
will remember when completion percentage of the auto rebuilding process and resume the
rebuilding process when the power is back on.

Is it possible to lose any part of the data during the data auto rebuilding?

The data auto rebuilding function will copy data from one sector to another sector. Technically
speaking, the data will not be lost during the auto rebuilding process. However, if the original
hard drive is detected with bad sectors during the rebuilding process, SR2611+ will make
hypothetical duplication instead of treat the bad sectors as hard drive failure. Therefore, the data
stored in the bad sectors could potentially be lost during rebuilding.

1
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HME RS232 EHEG = =
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X Note :

1. RS232 188 RS232 #2 : R TIEAMNZ T HEBMIBEE RS232 EAIFIEAREE -

2. RIAESEREERCERNBER T ETRDASK - MARLERETIROAERNERFALEREZS -
3. BTYMLERARHEBRE - FRERGNEREERIZREE®/ILM -

5. i2E RAID E#R

B EAE MR LAY Jumper - #32 RAID 03f RAID 13 - £ RAID B0 A =@E#Est - #& Jumper E
£ EERMEHEETENS RAID 1 83 - #§ Jumper EE T EMNMEHEETEIA RAID 0 B3 - [REETERE

A RAID1 -

RAID 0 Mode RAID 1 Mode

1. RAID 1 &3 (default)
1). W& 2 FAFIENRE SR2611+ -
2). MAAEGETRELBAZIBOHUR - Hh—REREIRNOEEEF - BIERERERTER
BREEIHETERER ; EEANELRS 1 X 1/)F - SR2611+ EFABTENEHRER/NE
SHER -

/8 RAID 1 (Y BRES B 8
[BEE = R/ NWER |

Bl
2 x 500GB ###% = 500GB
1 x 500GB &% + 1 x 200GB f##% = 200GB

2. RAID 0 183
1). TLE 2 IR SR2611+ -
2). 1% 2 §8 2.5 IV}, 3.5 WIEMRAEMAR - BEUEGNR ; EREANERS 1 KX 1 /) - SR2611-
2S-S2R+ (6G) EF AR EMNERE /B EMELE -

£ RAID 0 FOIEHRB BEIE
[BEE]=[1EHE | x [ BER/AIIELR

Bl -
2 x 500GB &% = 2 x 500GB = 1000GB
1 x 500GB &% + 1 x 200GB f##% = 2 x 200GB = 400GB
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%y System Tooks S (C) Partiton Basic NTFS Healthy (System) 23.29GE 11,2868 38% Mo
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Shared Folders SIN... Parition Basic MTFS Healthy 7453GE T446GE  99% Mo 0%
Local Users and Groups

Performance Logs and Alerts
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- Removable Storage
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Services and Applcaions

| &
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& WML C_wvtrul X 37,27 GB 28,30 GE NTFS |7‘97' GE NTFS,
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EPisk 1
Basic ew Yolume (F:)
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7. LCD B EER

1. FIMER I B SR AR
SR2611+ Pri HDD : OK
RAID-1 v150821.1 Sec HDD : OK
2. BEBE (250° C) 3. EEHE
Pri HDD : OK Pri HDD : OK F
Sec HDD : OK T Sec HDD : OK

4. RAID 1 4830 - Pri FEHRIEER M Sec EIRIA T EEZEY

RAID-1 degraded

Pri: X Sec: 0O
5. RAID 1 18%% - Pri B Sec 1B 5185

RAID-1 failure

Pri: X Sec: X
6. RAID 1 #82% - Source 1R&E%&E

RAID-1 failure

Double Source

7. RAID 0 485 - Pri 8 Sec #iRiEE

RAID-0 failure RAID-0 failure
Pri: M Sec: O Pri: O Sec: M

8. RAID 1188 - Pri iE#RIEK1M Sec EIR{NALES

RAID-1 failure
Pri: M Sec :O
9. BREE
Rebuilding Rebuilding
Sec — Pri 32% Pri — Sec 32%
Sec to Pri Pri to Sec
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SR2611-2S-S2R+ (6G)

Hi B RINAR AR
SEERABESBENERINE
BREY - SENEEE SR2611+ & - EABTNBREP—FRESFANMENE - RIEARER

PINFE MRS - MEXH -  ROFRNEREZFETEENEZ S - GAE Y UEPNEERIE
SR2611+ MITEBERER - BEARAERFRBUENZ NV MBREREFIERNER -

= SR2611+ PRIEHP —FRIEIRIEE - 2MTEE LCD BrAsBERERRTER - FRAEYMUER
HIEEET - BREAEEEREITIERMNERIL - —BERERERE SR2611+ED§E7F%Z
ExmEBEFNBENTERBETERNER - EHRECETYH SR2611+ TETER

Z SR2611+ HAIRIERERNZE - EIRFSTRIE - LCD EREBRMUTHA

RAID-1 degraded
Pri: XSec: O

EBRERNBRLE R —BENERE - ORFERALEERZE  LCD ERTBERMUNNR:

Pri HDD : OK Pri HDD :Insert
Sec HDD : Insert Sec HDD : OK
LHEIFR B LIE  LCD ERZBAENERAEE
Rebuilding Rebuilding
Sec — Pri 32% Pri — Sec 32%

EEMNERTHE  LCD EREBE AU TR

Pri HDD : OK
Sec HDD : OK T
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SR2611-25-S2R+ (6G)

9. GUI IhBERR AR BRI B B #h

FERAETLUEBIIRRZE GUI #iBe - FBULETE SR2611+ AUAREE -
3 HDD1 %3¢ Pri I1 - HDD2 % Sec IR -

1. ZARAREE
GUI EB8&)1=R SR2611+ I BRI RAERAE .

RAID GUI v0.50.11-2 - SR2611 + - Raid-1 [H] "W = ——

RAIDON
¥ Devicel
@ Fan:1360 RPM  Temperature: 32 °C

S_\S’IEIII Status Mode: Mirroring(RAID1} System Capacity: 74 GB
HDD1 HDD2
Firnwvars Upgrade .
EMal Notify
SMART. SveEER e Capacty 1498
woc 0OLATD

Firmware Version: 160620.1

5x,01 Detected OK [SC = 10101 [G = 2x, 01

2. FEEFHR
ERAZETLUEBIL GUI ETHERAR - REBEBEBEMRE "Load" IEEENEEEUEREIETIHAR -
FHRBRE AT REEMME AR R HE B RE -

& RAID GUIV0.50.11-2 - SR2611+ - Raid-1 [H]
High Spoed 66 SATA Solution
RA'DON RAIDGuide Manager

¥ Devicel, w

Firmware Version: 160620.1

Please do not disconnect the device while updating firmware to prevent from
the update failed.

In case the update firmware failed resuls in data loss, we strongly suggest

- ‘you backup data to other device before updating frmware.
EMail Notify
SMART. II ml
Please contact your local distributor o the retailer

you purchase from for the latest Firmware version.

01,05 [y2.0L |SC = 1x0105 [G=2x,05 |
L =

XOIER  EREMIRAUAERAMEFALE - BARENRAREFLEEN TAEETHEAR -
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SR2611-2S-S2R+ (6G)

. E-Mail @40
R E e-mail TRSEIRILEN 2 A B RESL W ABFRIBAD -
31 RE
1). EEA e-mail HEAZEATEANSE - DK SMTP WAEBE -
2). MRFBERN - FFAE" SMTP Login Authentication” MZEAZHE -

§ RAID GUIv0.50.11-2 - SR2611+ - Raid-1 H] e
High Speed 66 SATA Solution
RAI DON RAIDGuide Manager

¥ Device
it Lomictrne
System Status E-Mail Setup
W % port |28 ( Defaul 25
[l E-Mal Host (SMTP, I I
Firnmsare Thgrade -
T —

Name
E-Mail Address.

=\ Time out
oy
SIMART: m Connect E-mailtost [0 (Sec)
fl [ ST Login Authentioation
01,08 28t [5C = 10108 [G = 2%,08 [

3). HEARMUARTHE - R "OK" -
X REBET - RRUEMSET RBERE -

3-2 IERES | HEWBIR
1). 7 E-Mail Address BABEAZWEUBAIN e-mail - B "+ BIolEMN5—4E - (RZOE
A 10 72 e-mail)

§ RAID GUIv0.50.11-2 - SR2611+ - Raid-1 [H] C="re
High Speed 6G SATA Solution
RAI DON RAIDGuide Manager

W Devicet p——
Setup HDD Fail I Device Removed

System Status E-Mail Address E-Mail Edit
ublec
I =

Firnmsare Thgrade Contents

Ml Notify

« i

SN Auto Add : Hard Disk Fail info. and
[ ‘system info. in front of E-Mail contents.

I Don't send EMail for this event.

l About

01,08 20T [SC = 1x0108 [G = 2x,08 [

2). £ "Subject” B2 "Contents” EA e-mail :lEMNEEHAR -
3). HEAEAERTHE - #E "OK" -
XREREP  RANEMRFFEIEREEARR -
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SR2611-25-S2R+ (6G)

4.SSM.AART.

§ RAID GUIv0.5011-2 - SR2611+ - Raid-1 [H]

High Spe G SATA Solutiol
RAI DO N R:&'IE:\Gulde Man;;‘gre’l:

¥ Devicel
mw SMART - HDDZ : STO160314AS
Viarning Updales afler 51 seconds.
| SIS |_ D |Valualwnrsl|l'hr5hmc|| RAW |Stalus|
l 01w read erar rale EEE 6 |DDDDOSE3ETIC Good | »
\ 035 pinup time 95 | @ 0 00000000000 Good |
\ Firmevare Upgrade 4 o count 78 | 78 | 20 0DDDDDOOSATF Good
| D5 Fealocated sectorcount | 38 | 33 | 3 | 0OCOOO0O0S02| Alent
I 07 S esic oror rate 100 253 | 30 |0000D0037CES Good
| EMail Notify 03 Poweron hows cout | 100 | 100 | 0 |00000000004S Good
| 08 Spinup ety court 100 100 | 8 (00000000000, Good
| 0C-Pawer cycle count 78| 78 | 20 00DDDOOOSSSE Good
| SMART. B&EndioEndenor /IDEDE | 100 | 100 | 83 00000000000 Good
I BE-Reporied Unconectable En 1| 1 0 |000OOOOOZE| Good
| BC-Command Timeout 00 | 83 0 001800210038 Bood
I BD-High Fly Wiites 100 100 | 0 00000000000 Good
| L BE-Aitlow Tempersture 72 | 53 | 45 (0ODICIBOOIC Good
| BF-G -sense ero rale 93 | @ 0 |OODOOOOODEFF| Good |
5x,0E [y3.01 [SC = Tx010E [G = 2%, 0E [
n
5. B3Rt GUI ERBSRRA
8§ RAID GUIV0.50.11-2 - SR2611+ - Raid-1 [H] |
High Spoed 6G SATA Solution
RA'DON RAIDGuide Manager
¥ Devicel
|  em— RAID Management Sofeware
M
I Fistorars Uporeids Version : v0.50.11:2
I
i
I -
I EMal Natify
I
l
l SMART:
'E RAIDON
f TECHNOLOGY, INC.
l Copyright @ 2000-2010 RAIDON Technology, Inc.
All Rights Reserved.
|
511 [y3.01 [SC= LOLL1 [G=2x 1L [
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SR2611-2S-S2R+ (6G)

H1E SR2611+ BRBERIBE
Q1. ZHE5E SR2611+ # - BEEERKN R BT A SR2611+ -
A: 1. i3 SR2611+ £ LCD MRBRER -

2. D SATA A FHRRBMEEBEE T E4E(F -

3. MR—VIERERAEEZMALERN EEJARRAER LHNAESUHRRE - IRZEWEE
EHRBEUEE  FEERMINEZARE -

Q2. fERAE - BRGE(FIERE{EZE SR2611+ FIFEIEERLER -
A: BFER SR2611+ REFEERNERE -
1. BRERMERNERGRE - SEMERN SATA BRRUEEEG FIRERLE

2. IRV EEBEFEELEE - 5 SR2611+ WAV Hha0iEtk - BB ERERIE
B ETIRR - AR PAIRMEBE -

BRI

Q1. RAID 1 T - MNIRMA—FEHIENR - AANABREEZE?

A: 1. SR2611+ WBBER KB —MELENEBIREEME -
2. ZETME  DEER-—BRARBNER  RESEHAZIEM -

Q2. BAERZESE _RIBRSLIRERNS ?
A BRIBHRNBBUARNNRE —RBIEN - 58 SR2611+ AEETEREE -

BRERBEERINEE
Q1. MRE SR2611+ EANERBMBERTR - FTBEHE?

A: ZRAD1RIT  BREZBRETHEMER ZEHREEHLECTANEILL  BEERR
BRE  EZBRENEERINEOLbES -

Q2. ENERBEPEEHUETIELER?

A EREEINEER Sector to Sector WIEEAR - Hilf LR - ERNUAGEENERBEPIERX -
B2 MREREZEBRD - RARREERE (Source) WIS [ E2E) - SR2611+ i Z IR AEEH
MAZHELIRNR BPHERL - Fit - EEER M REERINENMBOEZIEL -
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SR2611-25-S2R+ (6G)

RAIDON

Your Data Security Guardian
www.raidon.com.tw
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